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Lecture № 1

1. Matrixes

1.1.  Concept of a matrix

Matrix (or rectangular matrix, or [m, n] matrix) is a rectangular array of numbers, that are written in m rows and n of columns. . The matrix A is accepted in form:
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or in abbreviated form 
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The numbers m and n are the dimensions of a matrix, and aij are its constituents. The indexes i and j indicate accordingly the raw number and the column number accordingly. The member
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 stands at the interception of the raw and the column. For example, the matrix 
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has the size 
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, and its constituents are the numbers a11=2; a12=1; a13=5; a21=-7; a22=2; a32=2. It is accepted to mark matrixes with the capital letters A, B, C, … , and their elements by small ones: 
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  The following kinds of matrixes are often used:
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 is a column matrix,


[image: image8.wmf])

a

...

a

a

(

)

a

...

a

a

(

]

n

,

1

[

A

n

2

1

n

1

2

1

1

1

=

=

 is a row matrix,
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matrix O [m, n] is a null matrix, E [n, n] is a unit matrix. Square matrixes play a special role in a matrix analysis, i. e. such matrixes in which the number of rows equals the number of columns: m = n. In this case number n is called the order of a matrix. Unit matrix is always square. If aij=aji for all constituents of square matrix, i. e. for all i, j, then such a matrix is called symmetric. The square matrix is called triangular, if all constituents situated above (or lower) of a main diagonal are equal to zero. From the above mentioned matrix A is triangular, B is triangular, C is symmetric:
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The matrix 
[image: image12.wmf]n

,...,

2

,

1

j

,

m

,...,

2

,

1

i

,

)

b

(

]

m

,

n

[

B

B

m

n

i

j

=

=

=

=

 is called a transposed matrix  A
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if bji=aij. The matrix B is marked 
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. Each row of matrix B consists of the same transposed as each column of an initial matrix, so the first row will be the first column, the second row will be the second column and so on. For example, matrix


[image: image15.wmf]÷

÷

÷

ø

ö

ç

ç

ç

è

æ

=

5

1

7

4

2

0

]

2

,

3

[

A

T


is transposed to the matrix 
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The operation of transposition matrix has the following properties: for any matrix 
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. If matrix A is a symmetric one, then 
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1.2. Matrix manipulations

Let's define matrix manipulations.
1.2.1. Addition and subtraction of matrixes

Matrix C is called the sum of two matrixes A [m,n] and B[m, n], if each of its constituents 
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 are accordingly constituents of matrixes A and B, i=1,2, …, m, j=1,2, …, n. Let's note, that matrixes A, B and C have the same size. It is a marked
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The operation of addition of matrixes is subordinated to the following rules:
1. A [m, n] + O [m, n] = A [m, n], if O - zero matrix.

2. A [m, n] + B [m, n] = B [m, n] + A [m, n] - (commutability).

3. (A [m, n] + B [m, n]) + C [m, n]=A [m, n]+(B [m, n]+C [m, n]) - (associativity).

4. (A+B)T =AT +BT.

The subtraction of matrixes is defined analogously.

1.2.2. Product of matrix and number

A[m, n], B [m, n] are matrixes and (,(,( are numbers. Matrix B[m, n] is called a product of matrix A[m, n] and number (, if each constituent 
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, i=1,2, …, m, j=1,2, …, n. The matrix B has the same size [m, n]. It is marked
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In order to multiply matrix A by number ( we must multiply every constituent aij by number (. The operation of multiplication matrix by number has following properties:

1. ((()A = (((A),

2. ((+()A = (A + (A,

3. ((A+B) = (A + (A,

where (, ( are real numbers, A and B are matrixes of the identical size. For example:
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1.2.3. Matrix product

A[m, n],  B [n, l], C [m, l] are matrixes. Matrix C [m, l] is called the product of matrix A[m, n] and matrix B [n, l], if each of its constituents equals
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The matrix C has the size [m, l].  It is marked
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Note 1. Matrix product is possible only if the number of columns of the first matrix equals to number of the rows of the second matrix. So, matrix product 
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exists, as number of columns of a matrix A and number of row of a matrixes B equal 3.

Note 2. It can be matrix-row and matrix-column.

Note 3. The manipulation of matrix product is not permutable. I. e. it may be AB(BA. And moreover, one of products may exist, and the others may not. The order of matrix product must not be changed.

If matrix product is possible, then the following rules take place:

1. (AB)C=A(BC)     – (associativity).
2. (A+B)C=AC+BC – (distributivity).

3. A(B+C)=AB+AC – (distributivity).

4. (A(B)T = BT (AT.

It is necessary to point out one more time, that the matrix product is not subject to a customary commutative law, i.e. generally 
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, and moreover, one of products can exist, and others may nott. So, in the previous example AB exists, and matrix BA does not. Example.
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Let's find AB.

The matrix A has the size 2(3, and matrix B has the size 3(4. Therefore, product AB is possible and the result matrix product is matrix of size 2(4.
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According to the rule of matrix product, each constituent cij of matrix C is the result of the sum of productions of constituents of the i-th row of matrix A and constituents of the j-th column of matrix B. So:
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But the product B(A does not exist, as number of columns for a matrix B is equal 4, and a matrix A has two rows (lines). 

Lecture № 2

2. Determinants

2.1. The concept of a determinant

Let's consider an arbitrary square matrix A [n, n]. For any square matrix A (and for the square matrix only) a certain number is defined. This number is called a determinant of the matrix A. For a determinant we use the following notations: 
[image: image31.wmf].

)

A

det(

,

А

,

D

 We can also use a notation


[image: image32.wmf]nn

2

n

1

n

n

2

22

21

n

1

12

11

a

...

a

a

...

...

...

...

a

...

a

a

a

...

a

a

)

A

det(

=

=

D

.

The order of a square matrix n is called also the order of a determinant. Let's consider conception of a determinant for cases n = 1, n = 2, n = 3.

Let 
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 In this case the determinant of the square matrix A of the first order is called the number 
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Let n=2, 
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In this case we shall call the determinant of the square matrix A of the second order the number
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Let n=3, 
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In this case we shall call the determinant of the square matrix A of the third order the number
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For constructing of the formula (2.2) it is necessary to understand: each addend of the determinant consists from the product of three members, and three of the addends are included with the sign "+" and three of the addends are included with the sign "-". It is a so-called rule of triangles, according to that the product of the three members and the sign "+" or "-" is defined. Products of the members, which are situated on the main diagonal and in the tops of the triangle, which base is parallel to the main diagonal, have the sign "+". Products of the members, which are situated on the second main diagonal and in the tops of triangle, which base is parallel to the second main diagonal, have the sign "-". It is showed on the scheme 
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It is possible to use the other rule. Let(s write down a composite matrix
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Products of members, which are situated on the main diagonal, have the sign "+". Products of members, which are situated on the second main diagonal have, the sign "-". It is showed on the scheme. This rule is called the rule of Sarrus. Example. Let’s compute the determinant
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A minor and a cofactor are the other characteristics of a matrix. The minor of the member aij matrix A [n, n] is the determinant of the (n-1)(th order obtained by an imaginary omission of the i(th row (line with the number i) and of the j(th column (column with the number j). We label minor by the character 
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Definition. The cofactor of the member aij matrix A [n, n] is the value, which equals  
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For example, for the matrix
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the minors equal to the determinants 
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and the cofactors of the same members a13 and a21  accordingly equal 
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It is easy to note that the cofactor of the member aij matrix A [n, n] can differ from the minor of the same member only with a sign. If the sum of indexes i+j equals to an even number, then 
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The concept of a determinant of the higher order (common definition of a determinant)

It is plane that formula (2.2) may be written in the form
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In order to obtain this formula we take out of the brackets the member a11 from two addends of formula (2.2) and the member (-a12) from the next two addends and the member a13 from the other two addends. This formula is called a decomposition of the third order determinant on the first row. It may be written
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     (2.3)

Theorem (without proofing). The same decomposition takes place in all cases for determinant of any order.

Let A be a square matrix of order 
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Determinant of a matrix A [n, n] equal to sum of products of members of any row (line) on their cofactors: 
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(2.4)

Determinant of the matrix A [n, n] equal to the sum of the products of members of any column by their cofactors: 
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   (2.5)

It is possible to reduce the calculation of det(A) to the calculation of n determinates of  (n-1)(th orders by formula (2.4) (or (2.5)).

Let us also mark, that the value the number of the line i (or column j) is not important in the definition of the determinant and can receive any of values 1, 2, …, n. Formula (2.4) is known as a i(th row expansion of the determinant . In particular, it is possible to compute the determinant of the 3-rd order by the first row decomposing by formula (2.2). 

Similarly it is possible to record formulas of a determinant expansion till the second or the third order by any row or column. For example, we shall calculate a determinant of 3-rd order by decomposing it by the second row (line):
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Let’s note that we've received the same value as we've done it above.
                           2.2. Properties of determinants

It is possible to essentially simplify the calculation of determinants by using its` properties. Let's formulate some of them without proofing. (These properties are illustrated by determinants of the third order).
1. If rows of the determinants of the matrix become columns with the same numbers (i.e. to transpose a matrix), the determinant will not change.
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2. It is possible to take the common factor ( of members of any row or any column out of the sign of the determinant as a factor.
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3. If two rows or columns trade its places, the determinant will change the sign.
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4. The determinant is equal to zero, if

a. It has zero row  or column;

b. It's two rows  or columns are identical;

c. It's two rows or columns are proportional.
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5. If each member of some row (column) of the determinant is submitted as a sum of two addends, than the determinant is equal to the sum of two determinants, for which all the rows (columns), except for the given one, are the same, and in the given row (column) the first addends are in the first determinant and the second addends are in the second determinant.
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6. The value of the determinant will not change, if we add respective members of other row (column), multiplied by some number, to the members of the given row (column) (theorem of the linear combination of parallel rows of the determinant).
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.
7. The determinant of the triangular matrix is equal to the product of it's diagonal members. In particular, the determinant of an unit matrix is equal to 1: det (E) = 1.
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8. For any two matrixes A [n, n] and B [n, n] the equality takes place: 
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9. The determinant of the matrix A [n, n] equals the sum of products of members of any row or column by their cofactors
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Let's remark, that if we multiply members of any row by the cofactors of the members of other row, the result will equal zero 
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Let's consider a calculating of determinants by an example with usage of its properties. Let's calculate a determinant of the third order:
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step 1: we have multiplied the first row by (-2) and have added up to the second one; have written the results in the second row (line) of the second determinant; further we have multiplied the first row by (-3) and have added up to  the third row, have written the results into the third row  of the second determinant.

step 2: we have multiplied the second row of the second determinant by   (-1) and have added up to the third one, have written the results into the third row  of the  third determinant.

step 3: we have taken an advantage of the property 7.

The remark. The maiden and the second steps have not changed a value of the determinant and have reduced it to the diagonal kind.

Lecture № 3

3.
Concept of Rank of Matrix. Inverse Matrix
3.1 Rank of Matrix

Let's consider an arbitrary matrix A [m, n]. The elementary manipulations of matrix rows are the following:

1. Change of the places of two rows;

2. Multiplying (or division) of all members of row by any number that is not equals zero;

3. Adding (subtracting) members of one row and members of the other row previously multiplied by the same number that is not equals zero.

The elementary manipulations of rows allow to reduce this matrix in a so-called ladder form, if it is rectangular, or to a triangular (or diagonal) form, if it is square.

Let’s transform matrix using the elementary manipulations to the form, in which all its members in the first column, standing lower the first row equal zero. All the members in the second column, standing lower the second row equal zero and so on. The number of non-zero rows of a matrix, reduced to stepwise (or diagonal) form is called rank of initial matrix. A rank is marked with r, r(А) or rg(А). Apparently the rank is the integer positive number satisfying the inequality 
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, where n is a number of columns of a matrix. According to the definition, the rank of a zero matrix equals to zero. It is possible to demonstrate, that the elementary manipulations do not change rank of matrix. Let's consider an example of finding the rank. Let's give matrix A 
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We apply listed elementary manipulations
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Explanation.

1  step: we exchanged the places of the rows

2 step: from the 2nd, 3rd and 4th rows (lines) of second matrix we have subtracted the 1st, multiplying, accordingly, on 2, 5 and 7 and wrote it into the third matrix.

3 step: from 3-rd and 4-th rows of the third matrix we subtracted the 2nd, previously multiplied by 2 and wrote it into the fourth matrix.

4 step: we rearranged the 3rd and the 4th rows.

The answer is: rg (A) = 3 as we have three non-zero rows.
3.2. Inverse matrix

A very important role is played in a matrix analysis a conception of inverse matrix.

Definition. The matrix B is called inverse to matrix A, if the following equality takes place:

A(B=B(A=E,

where E is unit matrix.  It is accepted to mark:
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The main problem of matrix analysis is to find thee inverse matrix for given matrix A. If the inverse matrix for the matrix A always exists? How to find the inverse matrix? To answer these questions, previously we shall touch some concepts. The following theorem decides completely problem of the existence of inverse matrixes.

Theorem (Without proof).To exist the inverse matrix to matrix A it is necessary and sufficiently
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Definition. The matrix A [n, n] is called nonsingular, if det (A) ( 0 and singular (or degenerated), if det (A) = 0.
Let's note, that the concept of an inverse matrix take place only for square matrixes, if it is nonsingular.

Definition. The matrix 
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 is called associated to matrix A, if the equality takes place:
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where 
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 are algebraic adjuncts of members 
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 of matrix A(i = 1,2,…,n; j =1,2,…, n).

Note. Let's note, that order of indexes following of matrix 
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 is inversed to order of indexes following of matrix A.
Theorem (Without proof). If
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(3.1)

The idea of the proof.
Necessity. Let for a matrix A [n, n] exists inverse matrix B. Then AB=E. According to property of determinants det (A B) = det (A) det (B) = det E = 1. From here it follows that det (A) ( 0, i.e. matrix A [n, n] nonsingular.

Sufficiency. Let now matrix A [n, n] nonsingular, i.e. det (A) ( 0. Let’s build matrix B:
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where   ( = det (A).

Let’s multiply matrix A by matrix B. According to the rule of matrix multiplying and property the 9th and the note of them we must receive unit matrix.

 This theorem establishes not only the fact of existence of an inverse matrix, but also indicates how its calculation by the formula (3.1). Let's explain on an example its application.

Example 1. Let 
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Let's find inverse matrix to it. For this purpose we shall calculate a determinant of matrix A
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       Therefore, inverse matrix exists. Let's make all adjuncts of members Aij of matrix A
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Let's substitute the obtained values in the formula (3.1) and we shall receive inverse matrix to given
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Example 2. Let
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Let's find inverse to it. We find above, that ( = -42. Let's make out all adjuncts of members Aij of matrix A
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Let's substitute the obtained values in the formula (3.1) and we shall receive inverse matrix to given
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Task. Let’s proof with matrix multiplying, that we have received inverse matrix.

Lecture № 4

4. Algebraic System of Linear Equations 
4.1 Concept of Linear System and its Solution

The equation is a linear one if it has a view
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where a 1, a 2, … , a n, b1 are data value, x 1, x 2, … , x n are unknown variables. 

Definition. The solution of equation is the set of number that give us true equality when replacing unknown variables x1, x 2, … , x n .

The number of equation, which are united by sense or formal feature, are constructed a system. The system of algebraic linear equations calls a system of a view:
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    (4.1)

where x1, x2, … , x n unknowns, a i j (i =1, 2, …, m, j =1, 2, …, n) are number factors of linear system, b1, b2, … , b m are free members. If quantity of unknowns n is equal to number of equations, the system (4.1) is called square system. 

Definition. The solution of system (4.1) is called the set of n numbers c1, c2,…, c n, that  gives us true equality in all equations when placing in system instead of unknowns  x1, x2, … , x n.

Definition. The system is called incompatible, if it has no solution.

Definition. The system is called compatible, if it has solution.

Definition. The system is called definite, if it has only one solution.

Definition. The system is called undefined, if it has the set of solutions.

Definition. Two systems are called equivalent systems, if any solution of the first system is the solution of the second system and any solution of the second system is the solution of the first system. All incompatible systems are equivalent by definition.

If all free members  (i = 1,…, m) are equal zero, the system of algebraic linear equations is called homogeneous, otherwise is inhomogeneous.

The homogeneous system is always definite, since it has the so-called trivial solution x1 = x2 = … = x n =0.

Let's have the system (4.1). Let’s define matrix

[image: image102.wmf]÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

=

mn

2

m

1

m

n

2

22

21

n

1

12

11

a

...

a

a

.

.

.

.

.

.

.

.

.

.

.

a

...

a

a

a

...

a

a

]

n

,

m

[

A


as the main matrix of a system or the matrix of system factors. Let’s define matrixes 
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-    matrix - column of unknowns;
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The system (4.1) can be written to a view:
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(4.2)

or in short view

 A (Х = B. 






(4.3)

It is a matrix record of a system (4.1). The homogeneous system of simple equations in a matrix form will look like: 

                                  A(Х = O, 






(4.4)

where O = O[m, 1] is zero matrix.

4.2.
Methods of Solution of Linear system

4.2.1. The Theorem of Kronecker - Kapelly for Linear System

There are following problems concerning the solution of linear systems: whether the system is compatible? How much solutions system has (one or set)? How to find the solution of a compatible system?

To answer these questions, previously we shall enter some concepts. Let’s write composite matrix
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The rank of composite matrix A is more or equals the rank of matrix A, while the number of columns increased, i.e.  
[image: image107.wmf])
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Theorem (Without proof). In order to be the linear system compatible it is necessary and sufficiently that the rank of an augmented matrix of a system was equal to a rank of a matrix of factors, i.e.  
[image: image108.wmf])

A

(

rg

)

A

(

rg

=

.

Theorem (Without proof). In order to be the linear system incompatible it is necessary and sufficiently that the rank of an augmented matrix of a system was more a rank of a matrix of factors,  i.e.  
[image: image109.wmf])
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This theorem is called of Kronecker - Kapelly theorem and it solves the first problem of linear system theory.

 Theorem (Without proof).  In order to be the linear system definite (having only one solution) it is necessary and sufficiently that the rank of an augmented matrix of system was equal to a rank of a matrix of factors and equal to the number of unknowns, 

 i.e.  
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 Theorem (Without proof).   If the system is a square one, then in order to be the linear system definite it is necessary and sufficiency that determinant of system is not equal zero.
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It is possible to demonstrate, that the homogeneous system has the nontrivial solution only in case when the rank of matrix which has been compounded (drawn up) from factors, is less than number of unknowns, that is rg (A [m, n]) < n. From this statement follows, that the necessary and sufficient condition of existence of the nontrivial solution for a square homogeneous system is the condition det A [n, n] = 0.

For searching the solutions of the system (4.1) they often use Method of Cramer, matrix method and method of Gauss.

4.2.2. Method of Cramer

Let's consider the square algebraic system of linear equations of view:
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(4.5)

 Theorem (Without proof).  Let’s determinant of the main (basic) matrix of the system (4.5) is nonzero.
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Then single solution is exist and we find them by formula:
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(4.6)

Where k=1, 2, …., n;    ( = det (A),  k is auxiliary determinant, which received from the determinant  by replacement it of k-th a column by column of the free members with preservation without change of all remaining columns.

This theorem is called the theorem of Cramer.

Example. Let's decide a system of three linear equations with three unknowns by a method of Cramer:
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Let's write a main determinant of a system and we shall calculate it by the rule of triangles
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Determinant 0, therefore, system has the only solution. Let's calculate now three auxiliary determinants [image: image117.wmf]3
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. For calculation 1 we replace the 1st column in main determinant on the column of the free members of a system, remaining two columns without change. 
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For calculation 2 we replace the 2nd column in a main determinant on a column of the free members of a system, remaining two columns without change. 

[image: image119.wmf]1

1

1

2

1

3

1

1

10

3

2

=

-

-

-

-

=

D

.

For calculation 3 we replace the 3rd column in a main determinant on a column of the free members of a system, remaining two columns without change.
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The solution we shall find under the formulas of Cramer:
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The solution of system is x1=1; x2=-1; x3=2. Let’s proof this (let be convinced independently, that the calculations are conducted correctly).

4.2.3. Matrix Method

We consider, that a matrix A is square and non-degenerate. Let's record a system of linear equations in a matrix view (4.2):

A (X = B,



                    
(4.7)

where A = A [n, n], X = X [n, 1], B = B [n, 1].

Let’s a determinant of the main (basic) matrix of the system (4.5) is nonzero. 
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Then there is inverse matrix [image: image123.wmf]1

А

-

. Let's multiply a matrix equation (4.7) by matrix [image: image124.wmf]1

А

-

 left, we shall receive

[image: image125.wmf]1

А

-

(A(Х = [image: image126.wmf]1

А

-

(B.

On definition of an inverse matrix, [image: image127.wmf]1

А

-

(A = Е, where E is unit matrix. Therefore

Е( Х =[image: image128.wmf]1

А

-

(B.

On properties of multiplying of matrixes, Е Х = Х, therefore we shall have finally:

Х = [image: image129.wmf]1

А

-

(B.





 (4.8)

So, in order to find the solution of a linear square system by a matrix way, it is necessary to compute an inverse matrix to the main (basic) matrix of a system and further to multiply it on a matrix - column of the free members.

Let's decide a system from point 4.2.2 by a matrix way. In this case the matrix of factors will look like 
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Let's find inverse matrix to it under the formula
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In the previous example was showed, that  = det(A) = -1. Let's find cofactors of matrix А.
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Further we shall find a matrix Х = [image: image142.wmf]1
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(B. In this case we have taken the rule of multiplying of a matrix on a matrix
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In order to applicate the method Cramer and matrix method it is necessary that a system of linear equations was square and matrix of factors was nonsingular. A method of Gauss is universal and economic method permitting to decide any systems of linear equations and to answer on all question in all three cases, put in the beginning of this point.

Lecture № 5

5.  Gauss Method

Let's consider algebraic system of linear equations:
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with main matrix A [m, n]. We know that elementary manipulations of rows of the matrix are called following manipulations:

1. Changing of places of two rows;

2. Multiplying (or division) of all members of row by any number, not equal zero;

3. Adding (subtraction) of members of one row, previously multiplied by the same number not equal zero, to members of another row.

We can use the elementary manipulations for the system of equations written above. Let’s apply the following transformation to the system: we can change numeration of unknown quantity. It is corresponds to replacing of places of two or more columns in a matrix.

Theorem (Without proof). After the system elementary manipulations we get which is equivalent of initial system. 

The essence of method of Gauss is in sequential elimination by elementary manipulations selecting unknown for all equation with the exception of the selecting equation. We may obtain by this way triangular system, by which obtain the solution.

We demonstrate the method on an example of 3-order system. Let’s consider the following system:
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Where x1, x2, x3 are unknowns, aij (j =1, 2, 3, 4; i =1, 2, 3) are coefficients of a linear system, a14, a24, a34 are value of constant terms.
Suppose that a11(0. If is not so, we can replace the places of two equations or two columns. Let’s divide the equation (5.1) by a11. We get:
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The coefficients a(1)1j  equal
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Let’s multiply the equation (5.4) by a21 and subtract it from equation (5.2). We get the equation (5.5), in which the coefficient of x1 equals zero. This is the purpose of our transformations on this step. Let’s write it:
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Let’s multiply the equation (5.4) by a31 and subtract it from equation (5.2). We get the equation (5.6), in which the coefficient of x1 equals zero. This is the purpose our transformation on this step. Let’s write it:
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The coefficients a(1)ij equals
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In order to show that view of equation is the same we use for the coefficients the same denotations. In order to show that value of coefficients is changed we add for the coefficients new index. The system (5.4 – 5.6) is equivalent (5.1 – 5.3). But it is a simpler one. Temporally we shall forget the first equation:
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Suppose that a(1)22  ( 0. We shall divide the equation (5.5) by a(1)22. We get:
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The coefficients a(2)2j equals
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Let’s multiply the equation (5.7) by a(1)32 and subtract it from equation (5.6). We obtain the equation (5.8), in which the coefficient by x2 equals zero. This is the purpose of our transformation on this step. Let’s write it:
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The coefficients a(2)ij equals
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We reduced the system (5.1-5.3) to system
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Suppose that a(2)33  ( 0. We get from equation (5.8) that
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We find value x2 from equation (5.7) replacing x3 with the value (5.9).
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Let’s replace the values x2 and x3 in equation (5.4). We get
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We have the solution of system (5.1- 5.3).

This method is called method of Gauss. We can use this method for solving algebraic linear systems of any order. By solving systems we may get after some transformation that all coefficients in the left side of some equation and the constant terms in the right side equal zero. Therefore this equation is insignificant and it is consequence of previous equations. We may throw away it and continue solving system. The result of solving is one of the next 3 cases:

1. We get the triangular system. Therefore system is compatible and has single solution.

2. We get the system in which the number of equations is less than number of unknown. Therefore system is compatible and has infinite set of solution.

3. All coefficients in the left side of some equation are equal zero and the constant terms in the right side is not equal zero. Therefore system is incompatible, i.e. there are no solutions, a set of solutions is empty (is an empty set).

According to the theorem of Kronecker – Kapelly we have in the first case 
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It is conveniently to spend all calculation in matrix form, in which we write coefficients of system and the free members. 

5.1. Examples
Example 1. By method of Gauss investigate a system of linear equations:
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Let's write an augmented matrix of a system and we shall reduce it to a ladder view applying the elementary manipulations:
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Explanation.

1 step: we have replaced 1-th and 2-th row (line).

2 step: from the 2nd, 3rd rows of the second matrix we have taken away 1st, multiplying, accordingly, on 2 and 1 and have record on third matrix.

3 step: we have divided second row by (-5) and have recorded in the forth matrix.

4 step: from 3-rd row of the forth matrix we have taken away the 2nd, multiplying on (-5) and have recorded in the fifth matrix.

The answer is received: rg (A) = 2, as we have two non zero rows in main matrix, rg ((A) = 3, as we have three non zero rows in composed matrix.

The condition of the theorem of Kronecker – Kapelly is not fulfilled (
[image: image168.wmf])
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), therefore system is incompatible, i. e. there are no solutions.

Example 2.  Let's solve the system applying the Gauss method
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We have
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1 step: from the 2nd, 3rd rows of the first matrix we have taken away the 1st, multiplied accordingly by 2 and 3 and have recorded it in the second matrix.

2 step: we have divided the 2nd and 3rd rows by 7 and 11 accordingly and have recorded it in the third matrix.

3 step: from the 3rd row of the third matrix we have subtracted the 2nd and have recorded it in the forth matrix.

4 step: we have divided the 3rd row by (-1/7) and have recorded it in the fifth matrix.

Therefore system is compatible and there is single solution. 

The initial system is equivalent the following system:
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From the second equation we receive
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Substituting values 
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 in the maiden equation, we shall receive
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So, the system has the only solution: Х = (1, 2, -2).

Example 3. We investigate the system of linear equations using the Gauss method:
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Let's record an augmented matrix of a system and we shall reduce to the ladder view:
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1 step: we have replaced 1st and 2nd row.

2 step: from the 2nd, 3rd rows of the second matrix we have taken away the 1st, multiplied accordingly by 2 and 1 and have recorded it in the third matrix.

3 step: we have divided the second row by (-5) and have recorded it in the fourth matrix.

4 step: from the 3rd row of the fourth matrix we have taken away the 2nd, multiplied by (-5) and have recorded it in the fifth matrix.

The answer is received: rg (A) = rg ((A) =2, as we have two nonzero rows. 

We have n=3 and system has infinite set of solution.

The Gauss method, as against a method of Cramer and matrix method, is applicable for the solution of any systems of linear equations. We shall learn mate details about it in the next chapters.

5.2. Searching Inverse Matrix with elementary

Manipulations Method

Let’s take matrix A [n, n]. Let’s write it as square matrix A [n, n] composite matrix in this way: to square matrix A [n, n] through vertical line we record a unit matrix of the same size. Essence of this method is the following: to reduce, if it is possible, with the elementary manipulations composite matrix already of size 
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 so that in composite matrix at place matrix A appeared as unit matrix. Then at the place of unit matrix will appear the inverse matrix
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 to required matrix A.

Let's explain operating this method on a concrete example. Find the inverse matrix to A.
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Let’s write composite matrix and reduce it:
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1 step: from the 2dn, 3rd rows of the first matrix we have taken away the 1st, multiplied, accordingly, by 2 and 2 and have recorded it in the second matrix.
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2 step: we have divided 2, 3-rd rows by (-3) and (-6) accordingly and have recorded in the third matrix.

3 step: from the 3rd row of the third matrix we have taken away the 2nd and have recorded in the fourth matrix
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4 step: we have divided the 3-rd row by (-3/2) and have recorded it in the fifth matrix.

5 step: from the 1st, 2nd rows of the fifth matrix we have taken away the 3rd, multiplied accordingly by 2 and 2 and have recorded in the 6th matrix.
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6 step: from the 1st row of the sixth matrix we have taken away the 2nd, multiplied by 2 and have record on seventh matrix. We reduce matrix A to unit matrix. So, 
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This method of reduction of a matrix 
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 is similar to the method of Gauss. We shall tell about it more details in the following chapter.
Lecture № 6
6. Research of Systems of Linear Equations Using the Gauss Method. 

      Fundamental and General Solution

6.1. Homogeneous System

 Homogeneous system of linear equations is:
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(6.1)
 

Or in matrix form                                                              

A (Х =O,

Homogeneous system is always compatible, as it has the trivial solution
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We are interested in the question if there is nontrivial solution at the homogeneous system. This problem is solved by next theorem.

Theorem (Without proof). Condition rg A [m, n] < n is necessary and sufficiently, that the system (6.1) had the nontrivial solution. If system is square, i.e. m = n, it equivalently to statement  det A = 0

In this case a system has infinite set of solution.

On a concrete example we shall explain how to find the general solution of homogeneous system.
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(6.2)

Let's reduce a system matrix of factors to ladder view, using elementary manipulations lines:
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Explanation.

1 step: from 2nd, 3rd and 4th lines of the first matrix we have taken away the 1st, multiplied, accordingly, by 2, 3 and 1 and have written in the second matrix. First row is without change.

2 step: from the 3rd and the 4th lines of the second matrix we have taken away the 2nd, multiplied by 2 and (-1) accordingly and have written it in the third matrix. The first and the second rows are without change.

The obtained matrix B has a ladder form. In this case one says, that it is conducted the first phase of Gauss metod or straight stage of Gauss method. Initial system of equations is equivalent the system, which corresponds matrix B, i.e. they have the same set of solutions. System, which one corresponds matrix B, has view:
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                              (6.3)                           

Let's note that the number of unknowns is n = 5, but   r = rg (A) = rg (B) = 2. The number of independent equations is equal m=r = 2. Let's select from a matrix B the nonzero minor of the second order (as r = 2). Such minor is called basic. For example


[image: image195.wmf].

0

2

0

1

2

1

0

1

2

M

¹

=

-

×

=

=


The members of this minor are factors at unknowns 
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 are called basic or dependent or non-free. Its number is equal rank of matrix B. Let’s call remaining (n - r) the variables as free are non-basic or independent. In our case n - r = 3 and free variables are 
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We transfer to the second phase of Gauss method, which is called inverse phase. For this purpose we take out in the right part addends standing by free variables 
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From the maiden equation we shall express 
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We obtain following relations
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(6.4)

The formulas (6.4) are the general solution of system (6.2). Giving to free variable 
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 arbitrary numerical values and substituting them in an equation (6.4), we shall receive different particular solutions of the system.

 If we put 
[image: image207.wmf]

EMBED Equation.3[image: image208.wmf]3

5

2

4

1

1

c

x

,

c

x

,

c

x

=

=

=

, where c1, c2, c3 are arbitrary numerical value, then general (common) solution of a system will be written to view:
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(6.5)

The most used convenient particular solutions of a system are following:
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The system 
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 is called a fundamental system of the solutions. With usage of fundamental system the general solution (6.5) can be written to a view:
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(6.6)

If the system of homogeneous equations is square, and matrix of its factors, reduced to ladder, is triangular, i.e. r = n, such system has the single solution. And this solution is trivial.

6.2. Inhomogeneous System
In this paragraph we shall find the solution of inhomogeneous system of linear equations, when number of equations optionally is not coincides with number of unknowns.

 The general solution of inhomogeneous system A( Х = B can be retrieved as the sum of the general solutions of the conforming homogeneous system A Х = 0 and arbitrary particular solution of an inhomogeneous system. More details it is possible to acquaint with this method in the literature, which has been mentioned above. 

 We investigate compatibility and shall find the general solution of the following system:
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                       (6.7)

Let’s convert an augmented matrix of a system to the ladder view
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Explanation.

1 step: from the 2nd, 3rd and 4th lines of the first matrix we have taken away 1st, multiplied, accordingly, by 2, 3  and 4 and have written in the second matrix. First row is without changed.

2 step: from the 3 rd and the 4th lines of the second matrix we have taken away the 2nd, multiplied by 2 and 3 accordingly and have written it in the third matrix. The first and second rows are without changed.

3 step: we have divided third row by 3 and have written in the forth matrix.

So, therefore system is compatible and has the set of the solutions. Let's record an equivalent stepwise system
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Let's select as the basic minor 
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Let's substitute value 
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 in the maiden equation of a system (6.9), we shall obtain
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The general (common) solution of a system (6.7) will look like
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Let's note, that the general solution of the conforming homogeneous system in our example will be recorded so:
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From the formulas (6.10) it is clear, that the solution of an inhomogeneous system (6.7) is the sum from the solution of a homogeneous system (6.8) and particular solution 
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6.3. Application of a Computer

For solving a linear algebra problem is convenient to use the special program MATHCAD. We shall describe the order of operating with it.

Solving the problem with MATHCAD. Let's record sequence of steps.

Set-up MATHCAD for activity:
   1. To call MATHCAD.

   2. Working the mouse and depressing the left-hand push button to actuate VIEW in a top of the menu to call on a screen a mathematical graphic pallet (to click by the mouse on math pallet).

   3. From the appeared window of a mathematical graphic pallet to call a matrix and vectorial graphic pallet. For this purpose by click the mouse on symbol 
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Call a template of a matrix and input a matrix.
   1. From window of a matrix graphic pallet to call the panel of input of a matrix. For this purpose by click the mouse on 
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   2. To indicate the size of matrix in the conforming places of the opened panel and click ОК.

   3. To type a matrix, being roamed by fingers. After input of last number to hit the key a SPACE.

    Calculation of a determinant 
   1. To actuate by the mouse point SIMBOLICS in a top.

   2. To indicate by the mouse on MATRIX, then on the right on DETERMINANT and to click the left-hand mouse button. On this step the answer will appear.

Inversion of matrix
 To do same, that at calculation of a determinant, but in the end indicate on the right on INVERT matrix.

The solution of systems of simple equations
   1. To type А: = and to call input of a matrix, to indicate the sizes and to enter a matrix of a system (without the free members).

   2. To type В: = and to enter a matrix - column of the free members.

   3. To type x: = lsolve (A, B) and to click Enter.

   4. To type х = and on a screen the solution of a system will appear.

Fulfilment of algebraic operations over matrixes.
   1. Designate by miscellaneous characters of a matrix, the expression is compounded(drawn up) of which one, which one is required to be computed, and in turn to enter these matrixes and assign to the conforming characters of their value.

Type Х: = and further type the given algebraic expression. Click Enter.

   2. Type Х = and on a screen the outcome will appear.

For example, if it is required to compute 
[image: image232.wmf])

B

2

A

B

(

A

1

T

-

×

-

×

×

, it is necessary at first to enter matrixes A and B, then to type on a screen expression 
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, to click Enter, to type Х = and the answer will appear.
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